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Cooperative model of bacterial sensing
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Bacterial chemotaxis is controlled by the signaling of a cluster of receptors. A cooperative model is pre-
sented, in which coupling between neighboring receptor dimers enhances the sensitivity with which stimuli can
be detected, without diminishing the range of chemoeffector concentration over which chemotaxis can operate.
Individual receptor dimers have two stable conformational states: one active, one inactive. Noise gives rise to
a distribution between these states, with the probability influenced by ligand binding, and also by the confor-
mational states of adjacent receptor dimers. The two-state model is solved, based on an equivalence with the
Ising model in a randomly distributed magnetic field. The model has only two effective parameters, and unifies
a number of experimental findings. According to the value of the parameter comparing coupling and noise, the
signal can be arbitrarily sensitive to changes in the fraction of receptor dimers to which the ligand is bound.
The counteracting effect of a change of methylation level is mapped to an induced field in the Ising model. By
returning the activity to the prestimulus level, this adapts the receptor cluster to a new ambient concentration
of chemoeffector, and ensures that a sensitive response can be maintained over a wide range of concentrations.
[S1063-651%98)12011-1]
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[. INTRODUCTION phosphorylated CheY diffuses to a rotatory motor, the prob-
ability of clockwise rotation of the motor, and consequently
One of the reasons why we think living things are speciathe tumbling frequency of the bacterium, increases. The
is that they show an awareness of the environment: thepinding of a chemoeffector ligand to a receptor dimer can
respond sensitively to stimuli, and can adapt to changes ifigger a transmembrane conformational change which regu-
the surroundings. Such biological complexity is displayediates the autophosphorylation of CheA,; attractant binding de-
even by bacteria, which, in order to survive, have to be awaréreases the rate, while repellent binding increases it. In this
of their precarious environment where various conditionsWay, an extracellular stimulus, i.e., a ligand binding to a
such as nutrient and toxin levels, acidity and temperature’€ceptor, can modify the tumbling frequency. It is generally
may change rapidly1]. In order to discover universal prin- thought that there exist two stable conformational states of
ciples, applicable at many levels of biological complexity, bythe receptor dimer: an “active” conformation which corre-
investigating a simple system, Adler revived studies on bacSPonds to a very high rate of CheA autophosphorylation, and
terial chemotaxis which had been intensively investigated &n “inactive” conformation which corresponds to a lower
century ago[2]. Recent genetic engineering methods haveate.
made it a paradigmatic system of cellular signaling and ad- An important feature of chemotaxis is that the tumbling
aptation. frequency largely depends on recent change of the concen-
A bacterium such aEscherichia colior Salmonella typh- tration of chemoeffector. This is achieved through an adap-
imurium swims smoothly by rotating a bundle of helical fla-

gella counterclockwise, but tumbles chaotically if the flagella \O( N
rotate clockwise. When it moves toward a higher concentra- —

tion of attractant, such as aspartate, it tumbles less fre- M | | | |
guently. When it moves toward a higher concentration of @ @
repellent, it tumbles more frequently. So the bacterium per- CheA CheA
forms a biased random walk toward an attractant and away

from a repellent. This phenomenon is called chemotgiis

It is mediated by receptors with extracytoplasmic sensing Cytoplasm
domains, connected by transmembrane helices to signaling o
domains in the cytoplasm. The receptors, which are predomi-
nantly dimeric, cluster at one pole of the cgll.. There are

several types of transmembrane receptors, which respond to {
different chemoeffectors but use the same signaling pathway

[3,5,6], as shown in Fig. 1. Each receptor dimer is joined to Motor

two CheA kinase molecules, via two CheW proteins, form-

ing a 2:2:2 complex. CheA is autophosphorylated at a rate
that is greatly enhanced by the receptor. The phosphate is FIG. 1. Schematic illustration of the chemotactic signaling path-
then passed from CheA to a regulator protein CheY. Whenvay.
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tation process, which returns the activity of the system to th@s well as noise. The neural networklike model is con-
prestimulus level after a period of time. Adaptation is as-structed in Sec. Ill; it is solved in Sec. IV, by reducing it to
sured by a feedback loop which involves another regulatothe Ising model with a randomly distributed magnetic field.
protein, CheB. Like CheY, CheB also receives a phosphatédaptation, and subsequent signaling, of the adapted system
group from CheA. Phospho-CheB mediates a slow demethyis specifically discussed in Sec. V. Section VI contains dis-
lation of the receptor, countering the action of CheR, whichcussions and a summary.
promotes methylation. Attractant binding also makes the re-
ceptor a better substrate for CheR. Since methylation en-
hances the autophosphorylation rate of CheA, the change in Il. COUPLING AND NOISE
the rate of phospho-CheY production is gradually reversed
by the feedback, and the tumbling frequency ultimately re-
turns to the prestimulus level. The existence of coupling among receptor dimers is indi-
Each subunit of a receptor dimer consists of two helicescated by a number of experimental results. First, cooperation
It has been proposed that the transmembrane signaling i@mong receptors in signaling and adaptation is hinted at by
volves a scissorlike or pivoting motion of the pair of subunitsthe fact that most of the chemotactic receptors cluster into a
[7,8], or a pistonlike motion involving a conformation patch, located at one pole of the cpll,5]. From the view-
change within just one subu®-11]. The latter mechanism point of evolution, we might formulate a useful biological
is favored by recent distance-difference analyses of the agrinciple: An attribute that exists most probably confers ad-
partate receptor, which reveal that attractant binding inducegantages over possible alternatives, especially if the latter
a displacement of one helix, down toward the cytoplasmhave some apparent merih the present case, if there were
while the other three helices are not detectably perturbedo cooperation among receptors, a uniform distribution over
[12,13. the surface would be optimal in efficiency for capturing mol-
The chemotactic response is extraordinarily sensitive; agcules[18]. Since, in practice, they are found to cluster to-
little as a single attractant molecule can trigger a detectablgether, there is most likely an advantage due to this feature.
motor response[14,15,9. Recently, Bray, Levin, and Therefore, coupling among the receptors might well play a
Morton-Firth suggested that this sensitivity might be relatedole in signaling and adaptation. Coupling among receptor
to the clustering of receptors on the surface of the bacteriundimers can certainly improve the sensitivity. It can amplify
Without discussing any underlying mechanism, they considthe signal generated by a stimulus, as has been anticipated by
ered the possibility that the binding of a single moleculesome authors.
ligand affects the activity of a number of receptors, so that Second, it has been found that signaling can occur
the response is augmentgtb]. In this paper, we present a through receptor dimers that have been genetically engi-
physical model of collective signaling in a cluster of recep-neered so that one subunit lacks a signaling dorf@jh9—
tors. We propose that the cluster responds as an entity, as24]. As mentioned above, a conformational change of only
consequence of nearest-neighbor coupling between indbne subunit has been observed in the crystal structure
vidual receptor dimers. In our model, the influence of oneg[12,13. If the two subunits have essential differences and
dimer on another depends only on its activity, and not orpnly one of them is involved in the transmembrane signaling,
whether it is liganded. Noise causes each of the receptdhen interdimer coupling is inevitable to explain the experi-
dimers to fluctuate between active and inactive states. Whemental results on truncated subunfgith 50% probability
a given receptor dimer binds a molecule ligand, the probabilthat the truncation would have been made on the signaling
ity of it being active is altered. Owing to the coupling, the subunit, and no signaling would occur if the dimers act in-
probabilities of activity of adjacent receptor dimers are alsadependently However, there is also the possibility that the
modified, and this effect propagates throughout the clustehinding of the ligand to one subunit automatically suppresses
Thereby, the response to a stimulus is amplified. Moreoveminding to the other subunit; then the transmembrane signal
ligand binding is a rapid process, while which of the receptorcan always be generated with either subunit. In this case,
dimers are liganded is random; thus the above effect is avinterdimer coupling is not essential to explain the above ex-
eraged out, and the overall signal is a statistical averagperiments. Coupling is, however, necessary in order to rec-
guantity as a function of the fraction of liganded receptoroncile the fact that dimers with a truncated subunit are func-
dimers. The model can be cast as an elementary neural ndtenal with the favored mechanism of methylation, which
work and reduced to the Ising model. Thus the paradigmaticequires interactions between two subunits of the cytoplas-
system of cellular signaling and adaptation is related to itsnic domain[5].
counterpart in statistical mechanics. The model provides a Third, it has been proposed, based on experiments, that at
simple, unifying framework to understand a large amount ofleast in certain cases, receptor methylation is related to
experimental data. Sensitivity to very small changes of condimer-dimer interactions, i.e., methyltransferase bound to
centration, together with the ability to respond to gradientsone dimer can methylate other dimg3,5]. Another sup-
over a broad range of concentrations, can naturally be aport for coupling is the remarkable mobility of tHe2 do-
tained. The model might be applicable to a variety of cellularmain of CheA, which provides the docking site for CheY and
signaling processes which demand a combination of lowCheB. This mobility can serve to amplify the phosphoryla-
threshold of response and wide dynamic range. tion signal[5]. Finally, a recenin vitro experiment by Liu
The organization of the rest of this paper is as follows. Inet al. showed that kinase activation by a soluble signaling
Sec. Il, we analyze various experimental results and argudomain construct involves the formation of a large complex,
for the necessity of taking into account interdimer coupling,with about 14 receptor signaling domains per CheR].

A. Coupling
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This appears to be a strong support for the coupling amonbas adapted to a zero concentration of the chemoeffector, and
receptor dimersn vivo. investigate the response when the concentration changes so
that a fractiorc of receptor dimers are bound to chemoeffec-
tor molecule ligands. The state of a receptor is a function of
B. Noise the effect of ligand binding and the states of the neighboring
i i L receptor dimers. Characterizing the state of the receptor
A proper consideration of noise is important for severalyimeri by a variablev, (according to recent observation, it is

reasons. _Thermal noise is certainly a significant issue_si_nc%,]e vertical position of one of four helices, but we are open
for biological molecules, the energy barriers between d'St'ano a possible reinterpretation according to experimental find-

conformational states are generally comparable®oThus  jqq " and the effect of the ligand binding to the receptor
there is a high probability of stochastic transitions from onegimeri by H,, most generally we have
conformation to another. Indeed, experiments have indicateg v

that there is considerable thermal motion in receptors. Disul-

phide trapping studies of the galactose-glucose binding pro- Vi = ViVt {HD), (1)
tein have revealed spontaneous, large amplitude thermal S A
fluctuations of the prOtEin backbone Struct‘;@. where {H]} denotes the set OHJ for j: 1,2,..., and

Moreover, noise can also provide benefits. In the absencg/jii} denotes the set of aW; for j #i. The natural as-

of noise, nearest-neighbor coupling among receptor dimergumption is that; is affected only byH; and the states of
would cause the activity to spread across the whole arraythe nearest neighbors. Furthermore, for the two-state model,
and would inevitably make the response to different stimulii \which v, has only two possible valueg® or V2, the
indistinguishable. If noise is taken into account, individual pjicculloch-Pitts threshold moddl26,25 is a natural as-
receptors flicker between active and inactive states, and thg,mption. Thereby,
overall signal is a statistical average, which naturally varies
for different numbers of liganded receptor dimers.

With thg cor_13|derat|0n of noise, it is worth emphgsizmg V, = lﬁ( 2 TijVj+Hi_Ui)a
that the signaling process should be understood within the ]
context of dynamic equilibrium: When the concentration of
chemoeffector is stable, the conformational state and the
level of methylation of each receptor dimer fluctuates micro- with (x) = |
scopically, but the mean activity of the system remains un-
changed. This equilibrium is shifted when the concentration,
of chemoeffector is changed.

Vvl if x>0,
V0 if x<0, 2

ereU; is a threshold value, anti; describes the coupling
among receptor dimers, which is assumed to be nonzero only
for nearest neighbors. We adopt the convention 46 the
active conformation and/! is the inactive one. Thei;

1. MODEL > 0 for attractant binding, which tends to inactivate recep-

We study the total signal of the cluster of receptors as 40™S and depress the autophosphorylation rate of CheA,
quasiequilibrium property corresponding to a certain concent€reby decreasing the frequency of tumbling. Conversely,
tration of chemoeffector and a certain level of methylation.Hi < 0 for repellent binding. .

This approach is justified by the wide separation of time, !tiS well known thatifT;; = T;; andT;; = O, clearly valid
scales in this system: Ligand binding and protein conformail the present situation, the dynamics is determined by a
tional transitions occur within milliseconds. Changes in pro-Lyapunov function(or Hamiltoniar) [25]

tein phosphorylation occur on a time scale90.1 s. The

much slower adaptation process, associated with modula-

tions of the rr_iethyl_ati_on level, is on a scale _of mim{t’éﬂ?]._ H=— E T ViV, — E H,V,+ E UV, 3)

The quasiequilibrium state of a dynamics is determined ap i i
by the minimum of a noisy “energy functionla Lyapunov
function). This “energy” is not necessarily the actual physi- where(ij) represents pairs of nearest neighbors. Taking into
cal energy, since it may describe an effective dynamics thaaccount the noise, which induces a state distribution which is
“renormalizes” the underlying chain of physical processes.nearly a Boltzmann distributiof25], the problem reduces to
Similarly, the noise may not be due only to the temperaturethe statistical mechanics of a system with the above Hamil-
but in the present case it mostly is. Such a description, whiclonian.
reduces degrees of freedom, is especially effective when the In the simplest interpretation, the noise is purely thermal,
underlying physical processes are complicated, or unclear i8=1/kT, and Eq.(3) may be identified as the effective
detail. A typical example is Hopfield’s neural network model physical energy. According to recent observatigh andVv?
[24,25. Here we adopt this approach for chemotactic signal-are the two stable positions of one of the four helices. There-
ing, but with a different interpretation and with the emphasisfore, H; andT;;V; are forces due to ligand binding and cou-
placed on the determination of the equilibrium activity as apling, respectively. The “Zeeman energy” dependent on
function of the external stimuli. ligand binding is due to the free energy exchange with bound

Consider a lattice of receptors, whose basic unit is thdigand. Similarly, the coupling energy is due to free energy
receptor dimer, or equivalently, the whole receptor-CheW-exchange with the cytoplasm or membrane, which mediate
CheA dimer complex. Initially, we consider a system thatthe effective coupling.
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Equation(3) may be transformed to the “spin” represen- ~L%2/c(1—c)B. Therefore, the energy gain is always posi-
tation by writingS; = 2(V,—V°)/AV—1, whereAV = (V* tive, and the fluctuation of the field cannot destroy long-
—V9. Then, range order.

H = _2 JijSiSj _E B/S+ M, +Ey, (4) IV. SOLUTIONS OF THE MODEL

{in ' The two-state model, which has been reduced to the Ising
where Jj; = TijAV2/4, B, =H;AV/2, andE, is a constant model in a randomly distributed field, as (_Jlescribed by Egs.
given a distribution of B;}. H; is a “Zeeman energy” due (4) and(5), can be solved by the mean-field method. One
to an effective “magnetic field” independent ¢B;}, which ~ May obtain the result simply by considering that the average
determines the equilibrium configurations in the absence ofmagnetizationmn = (s;), where(- - -) denotes the thermody-
{B,}, i.e., without ligand binding. Without loss of generality, namic average, is determined by the local fieRf
we setH, = 0. Thus, in the absence {B;}, and if the noise = X;J;;m+ B; with the random distribution. Alternatively
is sufficiently high,S; is equally distributed between 1 and one may first obtain the free energy using the replica method,
—1, and the “magnetization” is zero. In other words, it is then calculate the average magnetizafi®®,29. It is found
assumed that there is no energy difference between the actitieat m is the root of the equation
(S=-1) and inactive §=1) conformations for an iso-

lated, unliganded receptor dimér The physics does not m=tanh frdm+ BB;) (6)
change if this difference is set to be nonzero. Ligand binding
shifts the energy difference to&?. _ 2¢c

We have now reduced the model to an Ising model. The 1+exd —2(Bvdm+ BB)]

activity of the array of receptors corresponds to the average

magnetization of a lattice of spins, and ligand binding of a 2(1-¢)

receptor dimer corresponds to a local magnetic field at a 1+exp(—28vIm) ™ @
lattice site:B; = B if the receptor dimer binds a chemoef- hile th isv Lvapunov function i
fector ligand, andB; = 0 otherwise. If the fraction of while the noisy Lyapunov function is
liganded receptor dimers is, then the value oB; is ran- 1 1
domly distributed betweeB and 0 with probability F= EvaZ— /—3{0 In[2 cosl{grIm+ BB)]
p(Bi) = c4(B;—B)+(1-¢c)4(B)). ) +(1—c)In[2 cosl BrIm) ]} + E. ®

This Ising model in a field bimodally distributed between 0 HereJ;; has been assumed to have a single vdlf@ near-
and B is simpler than the so-called “random-field Ising ggt neighborsy is the number of nearest neighbors, g
model” [27-3(, in which the possible values of the field are 5 characterization of the noise.

symmetric with respect to zero, and nontrivial results arise The relation between the chemoeffector concentration and
due to the fluctuation of the fields. In our case, the average ghe activity of the system is now reduced to theversusc

the field is nonzero, SO Fhere is a Iong-range order simply afelation, determined by Eq7), since the activity of the sys-
the result of the explicit symmetry breaking. For EB4),  tem, here defined as the fraction of receptor dimers in the
B; = cB, where the overbar denotes the average over disomctive state, i$A = (1—m)/2, and the pure response to the
dered configurations. The fluctuation of the random distribustimulus, i.e., the change of the activity, AA = m/2. Al-

tion is AB; = yc(1—c)B. Consider the formation of a do- though Eq.(7) may possibly have more than one solution,
main of sizeL in the ferromagnetic ground state. According the one corresponding to the lowésis what we need. Ap-

to the central limit theorem, the average Zeeman energy iproximate analytical solutions may be found in limiting
~L9%B, much larger than its fluctuation, which is cases:

B .
liw if B0

m= 1-2(1-c)exp(—2BvI)—2cexd —2(BvJ+BB)] if B—w and B>0, ©

—1+2(1-c)exp(—2BvI)+2cexp—2[BrI+B|B|) if B—= and B<O.

In general, the solution can only be obtained numerically. ItSolutions for typical values of parameters are shown in Fig.
can be seen that there are actually only two effective paran®. First we choose = 0.1, 0.8, and 1.2; then for eaeh the
eters in this model: one i&= BvJ, the other isy = 8B. dependence ah on c is determined fory = 0.01, 0.01, 0.1,
Owing to symmetry, it suffices to give results f&> 0. 1, 10, and 100. Note that for = 0O, i.e., the Ising model
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! ' - ' - The quantitative measure of sensitivity, denotedSpys
x half of the slope at=0,

" * 1 a(m/2
08 S:( )

X o
x a &C c=0

06 | " . " 1 1 1
£ . . 1+exd —2(Brdmy+ BB)] 1+exp —2BvIm)
0al R ] - 4BvIexp— 2BvImy) ’
x 0 L T exp—28vImg) 12
02t * B g (10
where my=m(c=0). It is clear thatS can be madearbi-
8 trarily large by choosing an appropriate valueiJ so that

0 02 04 08 08 1 the denominator in the above expression is arbitrarily close
to 0. Formy=0,

®
o

=33

—
QO

~

Sl {11+ exp—2pB)]}— §
*® o ° S_ 1_BVJ '

08 - ® o 4

(11)

x _ @ which is directly tuned by the difference betwegnJ and 1,

. @ which is the critical value of phase transition for=0. The
* g case withmy#0 is less favored, since the range of possible
£ x e m for different ¢ could be diminished, making it more diffi-
ol s © | cult to distinguish between different stimuli. Moreover, the
’ e Lo T sign of mg would be determined by that of the previoBs
a N conflicting with the fact that the prestimulus level is fixed.
sl . | For a givena, Salso increases witly = 8B, but with an
= Lo upper bound. The fact thatm/dy — 0 wheny — o indi-

.t () cates that, if ligand binding has a strong enough effect, the
on—% o e o o o § 0 © o 9 °© X response is independent of the exact valueyofThis pro-
c ' ’ vides a sort of stability for the effect of ligand binding.

Thus good sensitivity requires fine tuning of the coupling:
the greater the sensitivity demanded by the bacterium, the
more accuratelyr = BvJ has to be controlled. Buy= 8B
may vary widely without considerably affecting the re-
sponse. This is reasonable, since the temperature range suit-
5355 6 0o 0 6 0 0 0o 0 o 0 o & o o o able for bacterial survival is rather restricted and, for a given
06 - ] bacterium,»J is a structural property, which could be opti-
mized during evolution. On the other hand, the effect of
ligand binding,B, depends on the external stimulus, which
may vary considerably.

As an exercise, our model may be applied to the puzzling
ol | situation in which both attractants and repellents are present
' [2]. In this case,

(©
| | | | P(B;) = C,8(B;—B,)+Cad(B—Ba) +(1—C,—C,) 4(By),
% 0.2 04 06 08 1 (12

c
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FIG. 2. The solution of the two-state model: “magnetizatian”  wherec, andc, are the concentrations of the repellents and
as a function of the fraction of liganded receptor dimers. Here we attractants, respectively, afd} andB, are respectively the
assume there was no ligand bound previously. The three figures araeasures of the attractant and repellent binding. Obviously

for three typical values of the parameter 8vJ: (a) @ = 0.1, (b) the activity is dependent on both andc,.

a = 0.8, and(c) @ = 1.2. In each figure, different plots are for

different values of the parametey = gB: ¢ :y=0.01;+:y V. ADAPTATION

=0.1;0:y=1; X:y=10; A:y=100. Note that the critical point, . ) )

which separates “ferromagnetic” and “paramagnetic” phases, is NOW We incorporate into this model the delayed adapta-
a=1 tion due to the change of methylation level. This may be

achieved through an induced “field” with an opposite sign
without a magnetic fielde = 1 is the critical value dividing to that associated with ligand binding, so that the “magneti-
the “paramagnetic” phase, where(c=0) =0, and the zation” returns toward the prestimulus level. This assump-
“ferromagnetic” phase, where there is a “spontaneous magtion for the additivity of the effect of ligand binding and that
netization” m(c=0) # 0. of the change of methylation level is supported by the find-
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ing that in a receptor there is a region which gathers, inteerative model we construct. A second parameter is the ratio
grates, and interprets the multiple inputs transferred by thbéetween the measure of the effect of ligand binding and that
transmembrane signaling domain and the methylated sidef the noise,y = BB. The essential features due to the bal-
chains, then transmits an output signal to the kinase regulance of coupling and noise are well captured by the paradig-
tion machinery5]. matic model of statistical mechanics, the Ising model. We
Two points should be made clear. First, the time scale omade an attempt to map the underlying mechanism of col-
the change of the level of methylation of the whole system idective effects in chemotactic signaling to the Ising model in
much longer than the microscopic time scale, so the “maga randomly distributed field, with the distribution reflecting
netization™ can still be obtained as the equilibrium propertythe ligand occupancy. To complete the mapping, we adopted
of the noisy Lyapunov function, which quasistatically the basis of Hopfield’s neural network model. The great dif-
changes with the level of methylation. Second, since thderence between time scales of the various chemical and me-
ligand binding occurs on a time scale much shorter than thehanical processes makes it feasible to obtain the signaling
time needed for adaptation to be completely achieved, wéevel as a quasiequilibrium property of a noisy Lyapunov
cannot simply change the value Bf but must introduce function. This Lyapunov function describes the dynamics

another “field.” We denote this “induced field” by{M;}, “renormalizing” underlying complexity.
with the distribution Our model provides the following picture. An individual
receptor dimer has two stable conformational states: an ac-
P(M;) = cud(M;j—M)+(1—cp)S(M;), (13 tive one that corresponds to a high rate of CheA autophos-

) ) ) __ phorylation, and an inactive one that corresponds to a low
wherec,, is the fractl_on pf the r_e_ceptor dlmerS W_hOSG ongl- rate. Noise gives rise to a distribution between these states,
nal level of methylation is modified. The sign bfis oppo-  ang the partition is influenced both by ligand binding and by
site to that ofB. Thereby the net field iB; = M;+B;, with  the conformational states of the neighboring receptor dimers.
the distribution In the simplest interpretation, the noise is purely therngal,

=1/KT, 2B corresponds to the shift of the energy difference
P(Di) =cCnd(D;=B=M)+c(1-Cn)5(D;—B) between active an% inactive states induced by I?gyand binding,
andJ measures the effective coupling energy between neigh-
boring receptor dimers. The activity of the receptor cluster is
a statistical average quantity. A change in the fraction of
liganded receptor dimers causes the total activity to change
from the prestimulus level. But the level of methylation also
changes, on a slower time scale. This causes an effect oppo-
site to that induced by ligand binding. Consequently, the
total activity ultimately returns to the prestimulus level.
may be estimated that whety,B+cM=0, adaptation is The cpgpling between_ receptor dimefs ”at“"’.‘”y provides

the sensitivity to small stimuli observed in experiments. Ad-

completed; the “magnetization” returns to zero. Here, we", - . )
shall simply assume that a molecular mechanism existg't'ona”y’ the noise makes the response to different values of
concentration changes distinctive. Sensitivity to small

which ensures that the state of zero “magnetization” is an h i th ) A p : f th
attractor of the dynamics, so that adaptation is exact. A mor&Nanges mg & environment r_er(]quwes a |_r(1je tutr;lmg f? t '€ pa-
precise study of the adaptation process will be reported in th metera, but'y may vary without considerably affecting

future. the response. The equivalence between the removal of an

Once the system has adapted, suppose that the concentfitractant and the addition of a repellent, or vice versa, has a

tion subsequently changes framo c+ §c. One can obtain natural explanation. . S
the new activity by substituting+ &c for ¢ in Eq. (14), and Among problems for further investigation are the effects

the values ofc,, and M at which the adaptation was com- of finiteness of the number of receptor dimers, potential ran-
m

pleted. In general, what is most important is the change Oghomness |fr_1 Ege c?l{[pllngéandlf?aturgst\'x\aét mlgh't/lbe Ict)st n
fraction of liganded receptor dimers since the last adaptatiorh.fef mean-Tieic .SOLIJ on. orr(_ab§1|_|on ed et rr]] (?]r i & ful
Under the high temperature approximation, the result is Eq.I erent sitesi is also a possibility, and might have usefu

(9) with ¢ replaced bysc. Moreover, it can be seen thatdt consequences. The finite-size effect and the “random field”
is negative, i.e., if chemoeffector is removed, the effect isSiue to the change O.f m_etr!,ylatlon I_evel may destroy the
spontaneous magnetization” that exists fer> 1, thus re-

similar to the addition of a chemoeffector whose “field” has laxi h ) h ;- hiah b
opposite sign. Therefore, the removal of attractant is equiva-axmg_t e constraint on the precision to whienmust be
pecified to give high sensitivity. The mean-field solution is

lent to repellent binding, and vice versa. This has indee P . o
been observed in experiments]. east accurate \{Vh@—q, since the fluctuation of the field is
Je(1—c)B, which increases to the greatest@s 3. Thus

maybe the sensitivity is lower at moderate values of the oc-
cupancyc than at the extremes—0 andc— 1. However,

In this paper, we analyze relevant experimental resulthis is not necessarily a limitation. The fractional occupancy
and draw the conclusion that both interdimer coupling ancF is related to the ambient concentration of ligdd by
noise are crucial in the mechanism of chemotactic signaling
and adaptation. The ratio between their measures, - L
= BvJ, is one of the two effective parameters in the coop- [L1+Kg'

+(1-¢)cpd(Di—M)+(1—c)(1—cp) 8(D)).
(14

The equilibrium state can be obtained by repladidn Eq.
(4) with D;. Adaptation is taking place i, and/orM vary
slowly with time. This gives rise to a time-dependent “mag-
netization,” which may return to zero. To obtain a quantita-
tive impression, by adopting the high noise lingit— 0, it

VI. SUMMARY AND DISCUSSION

(15
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whereK is the dissociation constant. Thus parameteB = HAV/2. Note thatHAV is the work done by
the forceH, consistent with the identification of2with the
[LIKg  d[L] O[L] shift in energy difference caused by ligand binding. Simi-

C(l_C)m- (16 Jarly, 43/AV=T;AV is the force generated by the confor-
mational change of one of the nearest neighbors. To make a
ugh estimation, we take typical values=0.5, y=5, and
~4 pNnm (assuming that the noise is purely therjnal
ThenB~20 pNnm,»J~2 pNnm. The measured displace-
ment is 0.16 nnfi12]. It is found that the force resulting from
ligand binding is about 250 pN, and the force due to cou-
pling between a pair of nearest neighbors is about 10 pN.
These orders of magnitude are quite reasonable.
Since the continuum model can be realized in electric
1 (v circuits, more insights might be provided from the viewpoint
H=—-> TVi\V;+ 2 —J’ o {(V)dv-2, HV;, of system control, where negative feedback has been well
(i) T RiJo i studied. On the other hand, the analogy with the neural net-
(17 work model is possibly more than a mathematical one. From
the viewpoint of evolution, there are common features be-
tween bacterial sensing and sensing of higher animals. Per-
du, u; haps a primitive or ancestral neural network works in chemo-
CE = Z T V- §+Hi , (18  taxis. Adler writes: “The basic elements that make behavior
(ij) ! possible in higher organisms are also present in a single bac-
terial cell; they are sensory receptors, a system that transmits
and processes sensory information and effectors to produce
smovement. Whether the mechanisms of any of these ele-
ments in bacterium are similar to those in more complex
organisms remains to be establisheg@®]. Margulis thinks:

T L Ky? T

Given that the bacterium probably needs to detect a relativ%
change in concentratiod[L]/[L], we see that the greatest
sensitivity to a change in occupancy is demanded when
—0 orc—1, and the least wheo— 3.

It is well known that the two-state threshold neural net-
work model is equivalent to a model with continuous vari-
ables in the high gain limit24], with the Lyapunov function

with u; = g, (V;) determined by

whereu; is interpreted as the soma potential, whilds the

input capacitance of the cell membrane. When E#j#). and

(18) are adopted for the network of chemoreceptor dimer
V; is a variable characterizing the stable conformation, i.e.
the (vertica) position of the mobile helix of the receptor o
dimer, andu; is the instantaneous position. Thus E(8) Thought and behavior in people are rendered far less mys-
could be the equation of motion describing the transient prot€ious when we realize that choice and sensitivity are al-
cess of the movement of the mobile helix, in response to 5eady exquisitely developed in the microbial cells that be-

forceH; generated by ligand binding, as well as forces due t@Me our ancestors{31]. We hope our approach is a small

couplings with the neighboring receptor dimers. Of courseSteP in addressing these issues.

whether modification of Eq(18) is necessary depends on
future experimental results.

According to this interpretation, by measuring the force We are very grateful to D. Bray for valuable discussions
generated by ligand bindingd, and the displacement of the and comments, and for critically reading the manuscript.
mobile (signaling helix AV=(V—V®), one may obtain the Y. S. also thanks G. Fath and P. Littlewood for discussions.
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